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Abstract

The motion of charged particles in spatially varying electric and magnetic fields is studied using computational and analytic tech-
niques. The focus of the work is determination of the circumstances for which an adiabatic invariant, defined as the ratio of the energy
associated with the particle gyromotion to the local magnetic field strength, is a constant. When it is constant, this quantity is extremely
useful in understanding particle motion in a range of applications. This study uses as an example the motion of positrons in spatially
varying electric and magnetic fields typical in recent low-energy scattering experiments. The relationship of these considerations to other
physical situations is briefly discussed.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

There are many situations in which one would like to
have precise knowledge of the motion of charged particles
in electric and magnetic fields. Examples involving posi-
trons include the accumulation of positrons in Penning–
Malmberg traps, the formation of cold, trap-based beams
and the use of spatially varying magnetic fields to make a
variety of low-energy scattering measurements [1,2]. Simi-
lar considerations are important in the formation and
manipulation of beams from intense positron sources such
as those from nuclear reactors or electron linear accelera-
tors (LINACs) [3], or to produce specially tailored beams
for a range of applications [4,5]. In the case of spatially
varying fields, when the time-variation of the fields is suffi-
ciently slow in the frame of the moving particle, one can
make use of an adiabatic invariant,

n � e?=B; ð1Þ
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where e? is the energy associated with the gyromotion of
the particle about the magnetic field of local strength B,
to predict the velocity components of the particle [6]. The
invariance of n can be derived via an action-angle formal-
ism and is linked to other invariants such as the magnetic
moment and the flux through a particle orbit [6]. Qualita-
tively, if the fields vary slowly compared to the cyclotron
period sc = 2pmc/eB, one can expect that n is approxi-
mately constant. In this paper, we explore this issue quan-
titatively, elucidate situations in which n is invariant to a
high degree of accuracy and those in which it varies
significantly.

An important challenge in positron atomic and molecu-
lar physics is precise determination, at high-resolution, of
low-energy scattering cross sections [2], and we use this
physical situation as an example. In particular, we have
developed a technique to measure these cross sections that
relies on understanding in detail the motion of a charged
particle in spatially varying electric and magnetic fields
[7,8]. This scattering technique has proven superior to con-
ventional methods, for example, in measuring integral
inelastic scattering cross sections. It is most simply applied
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Fig. 1. Schematic diagram of a positron scattering experiment using a
magnetically guided beam [7,8]: (above) arrangement of the electrodes and
detector and (below) the on-axis electrical potential. A monoenergetic
positron beam is guided through the scattering cell and then through a
retarding potential analyzer (RPA). The magnetic field strength in the
scattering cell and RPA, BS and BA, can be varied independently. If n is
invariant, and BS� BA, the perpendicular energy e? in the analyzer will
be small, and the RPA can be used to measure the total particle energy, e.
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when one can assume that n is a constant of the positron
motion; testing this assumption motivated the present
study.

We describe the results of computer simulations
designed to test the invariance of n in this and similar situ-
ations [9]. While we focus on positrons, the results also
apply to electrons, albeit with the appropriate change of
sign, or to ions with appropriate change in mass. The con-
siderations discussed here are relevant, for example, for
positron (or electron) scattering processes at energies
�0.1–100 eV, such as near-threshold studies of vibrational
and electronic excitation and searches for narrow reso-
nances. They will be especially important in processes at
millivolt energies, such as the roto-vibrational excitation
of molecules.

2. Example of low-energy positron scattering using a trap-

based beam

Recent positron scattering experiments [7,8,10–12] use a
22Na source, solid neon moderator and Penning–Malm-
berg trap to produce a relatively intense, monoenergetic
pulsed positron beam. A buffer gas is used to trap and cool
the positrons to ambient temperature (i.e. 25 meV at room
temperature) [1]. An axial magnetic field ensures radial
confinement of the charged particles. Cylindrical electrodes
produce electrostatic potentials that confine the particles
axially. Positrons are ejected from the trapping well by rais-
ing the well potential until positrons spill over the electro-
static barrier that is the exit gate of the trap. The voltage of
this barrier determines the energy of the positron beam.
For trap electrodes at room temperature, the parallel
energy spread of the beam can be as small as 18 meV [13]
and thus provides an excellent source for scattering
experiments.

Normal operation of the scattering experiment assumes
n is constant and that the magnetic and electrical potentials
can be varied slowly so as to preserve the separation of the
energies in the perpendicular and parallel degrees of free-
dom, except in collisions. Energy conservation dictates that
any change in the electrical potential will be compensated
by an equal change in the parallel kinetic energy of the par-
ticle. Thus, if the energy of the particle in the trap and the
spatial dependence of the electric and magnetic fields are
known, the particle may be injected into regions such as
gas cells (e.g. used in scattering and annihilation experi-
ments) with known values of parallel and perpendicular
kinetic energy. A scattering event with an atom or molecule
takes place on a spatial scale of the order of the Bohr
radius, a0 = 0.53 · 10�8 cm, which is much smaller than
the positron gyroradius, q � 10�3 cm. Thus, one can
regard the scattering event as resetting the parallel and per-
pendicular energy (and hence n), and then follow the sub-
sequent motion of the particle in the adiabatic limit.

As a case study of the invariance of n, we consider in
detail what turns out to be the most critical test of n invari-
ance in the scattering experiment shown in Fig. 1. The
apparatus consists of a scattering cell and a retarding
potential analyzer (RPA) in magnetic fields BS and BA that
can be varied independently. Positrons of known energy
are magnetically guided into a gas cell where they interact
with a known pressure of test gas. The kinetic energy of the
positrons in the cell is varied by applying a voltage to the
cell. The positrons in the cell may either collide elastically
or inelastically (including forming positronium atoms, in
which case, they are lost from the beam). In a scattering
event, some of the positron’s parallel kinetic energy can
be redistributed into the perpendicular direction. The par-
allel energy distribution of the positrons exiting the scatter-
ing cell can then be measured using the RPA. If the
magnetic field in the RPA is identical to that in the scat-
tering cell, one cannot distinguish between elastic and
inelastic processes as both can result in a loss of parallel
energy. However, if one significantly reduces BA relative
to BS, the invariance of n means that e? will be reduced
proportionately. In this way, the distribution of parallel
energies in the RPA can be made close to the distribution
of total particle energies and hence be used to measure
the energy loss associated with inelastic scattering events.

The simplest form of analysis of scattering data assumes
that n is constant except during the scattering event [7,14].
The study described here tests this assumption, focusing on
the region near the entrance to the scattering cell where
rapidly varying electric fields can potentially affect n signif-
icantly. In positron scattering experiments such as that
illustrated in Fig. 1, there are other places where the invari-
ance of n can be questioned (e.g. when positrons from the
moderator enter the Penning–Malmberg trap electrodes),
but they are not as critical in determining the cross section
as the analysis associated with positron orbits in the vicin-
ity of the scattering cell.

In historical perspective, we were also motivated to fur-
ther check the adiabatic assumption after observing unex-
plained anomalies in the cutoff voltages for our scattering
cells. Nominally, the beam transport energy in the region
between the trap and scattering cell can be determined by



Fig. 2. Magnetic field model for the scattering experiment: (upper)
placement of the solenoid magnets; (middle) magnetic field strength along
the axis of symmetry and (lower) examples of field lines at various initial
radii, x. The z-axis coordinate has an arbitrary offset compared to that in
Fig. 3 below.
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measuring the cutoff energy in the scattering cell. This is
obtained by raising the cell potential, VS, until the beam
is reflected. One can also measure the time of flight of a
positron pulse as a function of cell voltage. Aided by com-
puter models of the axial electrical potential, one can then
fit the time of flight data to determine the transport energy.
In practice, the two measurements have been found to dif-
fer by as much as 50–100 meV [15]. This discrepancy was a
motivation for the present study, namely to determine if
unanticipated variations in n could explain the observa-
tions. We found however that the adiabatic assumption
appears to be correct (i.e. n is constant) for the experiments
conducted to date. Thus, the origin of the anomalous
behavior is still under investigation.

In this paper, we explore under what circumstances the
adiabatic assumption is valid and under what circum-
stances it can be expected to break down for the specific
case of the scattering geometry described above. As an
example of the richness of the problem, there are significant
radial components to both the electric and magnetic fields
in the narrow region of the scattering cell aperture. In such
fields, the type of instantaneous acceleration experienced
by the particle depends strongly on the instantaneous angle
of its velocity vector. The key question is to what degree
parameters such as the electrode potential bias, particle
energies and proximity of the positrons to apertures affect
the invariance of n. The analysis presented here seeks to
answer these questions and to further elucidate prominent
dynamical features in positron motion such as the nature of
the cyclotron orbits and E · B drifts that arise when the
electric field E is not collinear with B. In this regard, an
analytical model is described that has proven useful in elu-
cidating variations in n. Finally, we describe rudimentary
estimates of weak breaking of the invariance of n and dis-
cuss qualitatively where one might expect more significant
variations in this quantity.

3. The model and computer simulations

3.1. Description of the calculations

The physical situation studied here is the nature of pos-
itron orbits in the vicinity of the scattering cell shown in
Fig. 1. We assume the non-uniform magnetic field shown
in Fig. 2, which is symmetric about the z-axis. The solenoid
that contains the simulated scattering-cell electrode is
60 cm long and produces a field of 1 kG. The magnitude
of the field drops to 140 G in the region between the buf-
fer-gas trap and the scattering cell. The scattering cell
electrode is 43 cm long. The ungrounded region is approxi-
mately 38.1 cm long and centered on the small solenoid,
with circular apertures of radius a = 0.254 cm at each
end. The scattering cell is at a positive potential with
respect to the vacuum chamber, which is at ground.

The simulations presented here are numerical integra-
tions of the fully relativistic Lorentz equations. This was
required to achieve millivolt accuracies for n and other
relevant quantities. The three-dimensional electric and
magnetic fields were determined directly from simplified
models of the electrodes and electromagnets via a PDE sol-
ver in MATLAB. The simulations consider only the
motion of single particles and hence neglect any possible
plasma dynamics and beam-induced image charges in the
conductors.

The calculation was done using MATLAB. The numer-
ical integrations were passed through the robust built-in
solvers ode15s and ode45. The electrode potentials were
modeled in PDETOOL exploiting cylindrical and mirror
symmetries. A 1 Volt normalized solution was calculated
on an adaptive triangular mesh and exported into a uni-
form square mesh, typically with 0.005 cm spacing. This
initial conversion was computationally costly, but in the
long term saved time in the particle motion integration
stage. The model electrode and the solution for the electro-
static potential are shown in Fig. 3. A customized routine
generated the magnetic field arrays. Array interpolations
were done with a simple 4-point bilinear scheme.

We use an absolute coordinate system whose axial direc-
tion is the z-axis. In uniform magnetic fields, ‘‘parallel’’ and
‘‘perpendicular’’ refer to this axis. A positron whose cyclo-
tron center is initially on the z-axis continues in the +z

direction while gyrating in the (x,y) plane. All initial radial
offsets are taken to be in the +x direction and initial veloc-
ities in the +y direction. Later in this paper, a field-line
coordinate system is introduced whose instantaneous z-axis
is along the direction of the local magnetic field. For
reasons to be explained later, this will become the new
reference for ‘‘parallel’’ and ‘‘perpendicular’’, while the
absolute coordinates will still be used for describing posi-
tion. The simulations consider only the change in orbits
of particles entering the cell. By symmetry, similar effects
are expected for particles exiting the cell.



Fig. 4. Deviation, Dy, of the azimuthal coordinate for different initial
radii, xi, as a function of distance from the aperture located at z = 0. Note
that Dy increases close to the aperture. The rapid oscillations are due to
the cyclotron motion, while the larger excursions are due to an E · B drift.
In terms of the aperture radius, a, the curves are: (—) ri = 0.2a; (- - -)
ri = 0.8a and (heavy line) ri = 0.95a.

Fig. 3. Schematic of the scattering cell and electrical potential distribu-
tion. The unshaded electrodes are at a potential VS and the shaded
electrodes are at ground. Dimensions are in units of the aperture radius,
a = 0.254 cm. The vertical dashed line represents the reflection plane of the
cell; some components have been expanded to aid visibility. The inset is a
close-up view of the region near the entrance aperture, with lines
indicating 16 equally spaced equipotential contours.
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3.2. Error-producing effects

These simulations involved millions of iterations due to
the highly oscillatory nature of cyclotron motion and to
avoid non-physical drifts as a result of over-extrapolation.
If the step size was too small, the computation time became
prohibitively long. Energy conservation was verified, and
this exercise proved quite instructive. The original assump-
tion for the total particle energy, e, was the non-relativistic
expression, e ¼ 1

2
mv2
? þ 1

2
mv2
k þ eV . In the case of a posi-

tron with 90 eV parallel energy and 25 meV perpendicular
energy moving from ground into an 85 V potential, energy
was almost, but not quite conserved. There was an appar-
ent loss of 8 meV in the region of the interface between
ground and the applied potential. This error was, in fact,
due to the non-relativistic approximation. For this reason,
all further calculations used fully relativistic particle
dynamics and energy equations. We note that, for experi-
mental positron beams much colder than room tempera-
ture, this effect could be important in the energy
accounting.

A small, gradual loss of energy was observed as the sim-
ulation progressed. This was a numerical error as it could
be corrected by increasing the minimum accuracy of each
numerical step (e.g. by reducing step size). The energy loss
during a typical trial could be reduced below 0.1 meV if
adaptive 10 ns steps were used.

Another check of accuracy is the variation of the gyro-
radius and gyrofrequency as a function of magnetic field
strength. The simulations were first performed with a con-
stant axial magnetic field of 1 kG and an initial perpendic-
ular energy of 0.025 eV. The helical motion conformed
nearly perfectly to this prediction, except at the interface
of the electrodes where electric fields produced a deflection
in the y (azimuthal) direction of the guiding center of the
helical particle orbits. The size of this deflection was typi-
cally a few gyroradii (i.e. q � 5 · 10�4 cm for ek = 90 eV
and B = 1 kG). Evolution of the y coordinate for several
different initial radial positions is shown in Fig. 4. The
aperture of the electrode was a = 0.254 cm in radius and
the axial distance from ground to half the electrode voltage
was also �0.25 cm. Our conclusion is that small radial elec-
tric fields, which are most pronounced near the edges of the
apertures, create the observed orbit deflections.

In the electric field-free region just outside of the elec-
trode, the particles follow the magnetic field lines to within
a cyclotron gyroradius, expanding to large radii at low field
and narrowing at large field. The perpendicular energy var-
ies according to the adiabatic invariant, n = e?/B, with
tighter gyrations at higher magnetic field.

When the complete magnetic field was used, new behav-
ior was observed: close inspection of e? (i.e. the energy in
the (x,y) plane) as a function of axial position revealed a
slight wobble at the cyclotron frequency. A similar wobble
occurred in Ez because of energy conservation. This effect
increased as the particle motion was displaced further off-
axis, reaching an amplitude of 25 meV for particles passing
near the aperture edge at a transport energy of 85 eV. This
was due to the choice of coordinate system. The particles
move along the magnetic field lines, which are not exactly
parallel to the z-axis. An appropriate rotation eliminated
this wobble and revealed a remarkably constant value of
n in regions of constant voltage. To add consistency to later
simulations, the initial conditions for transport were
framed in terms of local field-line coordinates. The initial
‘‘perpendicular’’ energy was set such that it would be
25 meV in a 1 kG field regardless of initial position. This
corresponds to an initial value of ni = 25 meV/kG outside
the cell.



Fig. 6. Adiabatic invariant breaking parameter, Dn (normalized to the
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4. Numerical results

Unexpected effects occur when the electric potential is
not constant. In extreme cases, the adiabatic invariant is
broken by many tens of meV/kG. An example is shown
in Fig. 5. The dashed line is the lab frame result. Note
the large amplitude oscillations that occur at the cyclotron
frequency close to the edge of the electrode. If one exam-
ines the adiabatic invariant in the E · B drift frame, one
finds that these oscillations practically disappear, as shown
by the solid line in Fig. 5.

However, while these large oscillations can be elimi-
nated, the actual breaking of the adiabatic invariant cannot

be eliminated. The magnitude and direction of this ‘‘shift’’
varies sinusoidally with the initial angle, h0, between the
perpendicular velocity component and the x-axis. This
angle h0 is a measure of the initial phase. This sinusoidal
variation is sufficiently large that it cannot be ignored. Ulti-
mately, we would like to know how the final parallel energy
distribution compares to the experimentally determined
‘‘cutoff’’ distribution. To do this, we need to examine all
initial radii and phases.

To better quantify the observed variations in n with
phase, we define the average value, �n � ðnþ þ n�Þ=2, and
the peak sinusoidal variation, Dn � (n+ � n�)/2, where n+

and n� are respectively the maximum and minimum values
of the final adiabatic invariant over a 2p change in phase.
With all other parameters held fixed, a batch of 11 initial
phases were used to determine n+ and n�. If the adiabatic
invariant were conserved, the average would be the initial
value, namely �n ¼ 25 meV=kG, and Dn = 0. In our plots,
we normalize �n and Dn to the initial value ni = 25 meV/
kG to give unitless parameters. This is merely a conve-
nience and is not meant to indicate scale invariance. In fact,
Fig. 5. Example of breaking of the adiabatic invariant, n = e?/B. A
positron with ek = 90 eV, e? = 0.025 eV, y = 0.95a, and arbitrary initial
phase enters a scattering cell at an electrical potential of 89 V in a uniform
1 kG field. The vertical axis is normalized to the initial value, ni = 25 meV/
kG, and time is given in units of the cyclotron period, sc: (- - -) n in the lab
frame; and (—) n with the E · B drift removed (i.e. the drift-frame value).
as mentioned later, the above parameters actually scale bet-
ter with changes in overall transport energy.

As illustrated in Fig. 6 for a 90 eV beam entering an
89.7 V cell, Dn can increase dramatically close to the edge
of the aperture. To parameterize the data for further anal-
ysis, we plot in Fig. 7 the data from Fig. 6 as a function of
radial distance from the aperture on a log–log scale. The
data can be fit by the form

Dn ¼ b=ð1� x=aÞ2 þ c; ð2Þ
where a is the aperture radius; b = 8.4 · 10�2 and c = 3.0,
with both in units of meV/kG. The ‘phase-average’, �n, fol-
lows a nearly identical trend, diverging as 1/(Dx)2, where
Dx is the distance from the aperture. Generally, it is found
that the change in �n is almost equal to Dn.

The parameters �n and Dn appear to diverge at the aper-
ture for all cell voltages except zero. As the cell voltage rises
initial value, ni = 25 meV/kG), shown as a function of initial radial offset,
x/a (where a is the aperture radius), for a positron with ek = 90 eV and
e? = 0.025 eV entering an 89.7 V cell in a 1 kG magnetic field.

Fig. 7. Power law behavior of Dn/ni observed near an aperture: (open
diamonds) data from Fig. 6 on a log–log plot, where a is the aperture
radius; and (—) fit to the data of the form Dn = b/(1 � x/a)2 + c. See text
for details.



Fig. 8. Normalized distribution function, P(ni), for a uniform beam of
particles with arbitrary initial phases, where n is in units of the initial
value, ni = 25 meV/kG. The distribution is calculated using data for Dn(r)
from Fig. 6 and similar data for �nðrÞ: (—) simulated data; and (- - -) using
the fit to Dn(r) from Fig. 7 and a similar fit to �nðrÞ.
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from zero, the shifts near the aperture first increase, then
level off when the cell voltage is within a few percent of
the transport voltage. For example, the shifts for a 90 eV
particle entering a cell at 85 V are similar to those entering
a cell at 89.7 V. The only difference is that, in the later case,
particles with more than 300 meV of perpendicular energy
will be reflected due to energy conservation.

In the experiment, the parallel energy distribution is usu-
ally determined by measuring the intensity of the beam
through the cell as the cell potential is raised above the
transport or ‘‘cutoff’’ voltage. We call this derived energy
distribution the ‘‘cutoff distribution’’. This distribution is
not necessarily identical to the true energy distribution as
determined by our simulations. Close to cutoff, the two
energy distributions are nearly equal. However, far from
cutoff, where there is relatively little effect due to the inter-
face, the true energy distribution is narrower than the cut-
off distribution.

To determine the cutoff distribution, we use the fact that
n varies sinusoidally with phase. Assuming all initial phases
h are equally probable, the amplitude Dn and offset �n can
be used to calculate a weighted distribution of n for a given
set of initial conditions. At fixed radius r, the probability
h(n, r) for a given final adiabatic invariant n is proportional
to the change in phase, dh associated with a small fixed
change in the final adiabatic invariant dn. This can be
expressed as

hðn; rÞdn ¼ dh
p
¼ 1

p
oh
on

dn

¼ 1

p
sin�1 n� �nðrÞ

DnðrÞ

� �
� sin�1 n� dn� �nðrÞ

DnðrÞ

� �� �
dn.

ð3Þ

For a uniform beam of particles the probability distribu-
tion, P(n) for n is then given by

P ðnÞ /
X

j

hðn; rjÞ � rj. ð4Þ

The values of Dn(r) from Fig. 7 and similar values of
�nðrÞ (not shown) were used to construct the distribution
P(n) for the case of a 90 eV beam into 89.7 V cell, which
is shown in Fig. 8. Also shown is the distribution acquired
from the fit function in Fig. 7.

The distribution is centered on the original adiabatic
invariant value, 25 meV/kG with an approximate flat top
of width �8 meV/kG, FWHM. There is a long high-energy
tail that extends to 300 meV/kG where reflection occurs
due to insufficient parallel energy. While large amplitude
variations of the adiabatic invariant do occur near the aper-
ture, few particles in the beam actually have shifts of this
magnitude. Thus, these particles do little to shift the peak
of the distribution, although the mean increases by a few
meV/kG.

The fit-based distribution in Fig. 8 emphasizes the width
of the distribution but is too sharply bimodal. The flat top
feature is due to the significant variation of amplitudes at
smaller radii illustrated in Fig. 7. (It is presently unclear
whether these amplitudes are due to small amounts of
numerical noise or whether they are due to some aspect
of particle dynamics for this class of orbits.) Note that, in
an actual experiment, a positron beam will have a distribu-
tion of parallel and perpendicular energies even before
entering the cell. To determine the distribution of positrons
transmitted through the cell (i.e. with no test gas), this must
be convolved with the distribution of non-adiabatic pertur-
bations described above and then convolved with the distri-
bution due to non-adiabatic effects experienced by
positrons exiting the cell.

Two further remarks are in order. Results from simula-
tions using the actual non-uniform magnetic field model do
not differ significantly from those of the uniform 1 kG field.
Also, it was found that adiabatic breaking is significantly
reduced at lower transport energies. In this case, most of
the significant shifts occur so close to the edge of the aper-
ture that lack of resolution makes it difficult to fit the data.
Preliminary indications show that the power law may actu-
ally change at low values of transport energy.

5. Analytical description

The question yet to be addressed is the actual origin of
these effects. The magnitude of the electric force orthogo-
nal to the magnetic field direction E? ¼j ~E � ð~B=BÞ j is
large near the face of the electrode. When this force is per-
pendicular to the velocity, the inward acceleration results in
a change in cyclotron radius. When the force is parallel or
antiparallel to the velocity, this radial velocity component
will increase or decrease. One consequence of these effects
is an E · B drift in the azimuthal direction. If the radial
electric field is relatively constant, the gains and losses
in perpendicular energy will be phase-averaged away.
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However, if the field is large and varies greatly over a few
cyclotron gyrations, the cumulative effect on the perpendic-
ular energy (and hence the n) can be non-negligible.

In order to predict the breaking of the adiabatic invari-
ant, we take the integral of these perpendicular energy
gains and losses along a field line. To a good approxima-
tion, the parallel velocity can be determined from the trans-
port energy minus the local value of the electrical potential.
The angle of the velocity with respect to the orthogonal
electric field changes at the (near constant) cyclotron fre-
quency. Spatial drifts can be ignored as small and neither
radial nor axial. A good quantity to integrate is an adia-
batic invariant closely related to n, v?/

p
B:

vfffiffiffiffiffiffi
Bf

p ¼ viffiffiffiffiffi
Bi
p þ

Z
1ffiffiffi
B
p dv

dz
dz. ð5Þ

Note that there is no dB/dz term. At this order, invariance
protects against change due to a varying magnetic field.
However, accelerations resulting from the non-magnetic
force of the electric field, which are time-varying in the
frame of the moving particle, are important and must be
treated explicitly. In particular,

D
v?ffiffiffi

B
p
� �

¼
Z

B̂

1ffiffiffi
B
p � eE?

m
� cosðhðzÞÞ

� �
dt; ð6aÞ

where

hðzÞ ffi
Z

xcdz
vz
þ h0; vz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðek � e � V Þ

m

r
; and xc ¼

eB
mc

;

ð6bÞ

with h0 the initial phase. The integrals in Eqs. (6a) and (6b)
are taken along a magnetic field line. This expression pro-
vides reasonable predictions in ‘‘low’’ electric field regions
where the percentage change in the adiabatic invariant
are not too large.

Better precision can be achieved by using relativistically
correct quantities. In this case, the adiabatic invariant
quantity is (p?/m)/

p
B. The axial velocity can be deter-

mined from the axial momentum,

vz ¼
pz

m

� � mc2

e

� �
; where ð7aÞ

pz

m
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eK

mc2

� �2

þ 2
eK

mc2

� �� �
c2 � p?

m

� �2

s
; and ð7bÞ

eK ¼ e� mc2 ¼ mc2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1

c2

p0

m

� �2
r

� eðV � V 0Þ � mc2.

ð7cÞ

The perpendicular momentum is now included in the calcu-
lation of vz. As this parameter depends on the adiabatic
invariant, an iterative calculation is possible. A zeroth-or-
der treatment is sufficient for most small perturbations.

Another correction that becomes necessary when the
E · B force is large has to do with the phase h(t). Changes
in speed depend on the dot product of the force and the
unit velocity vector. Thus far, it has been assumed that
the angle of the velocity relative to the radial direction
changes at the cyclotron frequency. However, if a small azi-
muthal drift is assumed, the sum of drift and cyclotron
velocity vectors do not change angle at a constant rate. In
fact, since forces and E · B drift go hand in hand, one
can stifle the other. In this case the drift, which is perpen-
dicular to the force, adds to the velocity component per-
pendicular to the force, thus reducing any possible
changes in speed.

The approximate expression given by Eqs. (6) and (7)
works reasonably well at most radii. The exact oscillations
and the final value of the adiabatic invariant are consistent
with those of the full simulation. However, n starts to devi-
ate from the simulation when the particle is close to an elec-
trode. In this case, the solutions become out of phase in
high E · B regions, significantly altering the results. Even
small phase variations can have significant consequences;
comparison of the analytic approximation and that of the
full simulation shows that as little as a tenth of a cycle
phase shift can change the final shift. When the exact angle
function is substituted for the approximate one, the result-
ing prediction matches the simulation flawlessly.

6. Summary

In this paper, we have discussed higher-order effects that
affect the motion of charged particles passing through a
configuration of electrodes in a strong magnetic field. Per-
turbations in particle motion are observed to occur at the
edges of apertures due to rapid variations in E? and
E · B. In most cases considered here, the perturbations
result in only a few meV of positron energy shifting from
the parallel to the perpendicular direction for changes in
electrical potential �90 V. Very generally, the adiabatic
invariant, n = e?/B is found to be constant to an appropri-
ately high degree of accuracy for the situations relevant to
previous scattering experiments using trap-based positron
beams and the technique of scattering in a strong, spatially
varying magnetic field [7,8,10–12].

With regard to higher-order effects, there is a high-
energy tail in the final distribution for particles undergoing
a rapid acceleration or deceleration and passing close to an
electrode. While the size of this effect is small in the context
of previous positron scattering measurements, it may play
a more significant role in the future. For example, as the
temperature of the beam is reduced, meV shifts can become
more important, especially in low-energy and near-thresh-
old scattering experiments.

These non-adiabatic shifts originate from the perpendic-
ular electric forces acting on a particle gyrating in a magnetic
field. Since any cancellation of the effect of these forces must
take place over a cyclotron period or longer, it is not surpris-
ing that the adiabatic invariant is, at least temporarily, not
conserved. Non-uniformity of the radial electric field over
a cyclotron period then makes the energy shift permanent.
The analytic description of this phenomenon (i.e. Eqs. (6)
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and (7)) performs well as long as the adiabatic breaking is
not too strong. However, for particles very close to elec-
trodes, short-term adiabatic oscillations can have very high
amplitudes. In this case, small, higher-order perturbations in
phase can seriously affect the final result, leading to a break-
down of the analytic description.

We believe that the simulations described above have
greatly clarified charged particle dynamics in such fields.
Should it be necessary to further reduce breaking of the adi-
abatic invariant, n, the magnitude of the electric field must
either be further reduced and/or made more uniform on
the time scale of a cyclotron period. One solution is to keep
the particles further away from electrodes by, for example,
using a smaller radius beam well centered in the apertures
of the electrodes. One physical situation that was not dis-
cussed here, worth further examination, is that in which
the magnetic axis is tilted with respect to the axis of the elec-
trodes. In this case, the component of the electric field per-
pendicular to the magnetic field will be larger and could
possibly lead to further changes in the adiabatic invariant.
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